COURSE DESCRIPTION
1. Program identification information
	1.1 Higher education institution
	University Politehnica of Bucharest

	1.2 Faculty
	Faculty of Electronics, Telecommunications and Information Technology

	1.3 Department
	Applied Electronics and Information Engineering

	1.4 Domain of studies
	Computers and Information Technology

	1.5 Cycle of studies
	Licence

	1.6 Program of studies/Qualification
	Information Engineering 


2. Course identification information
	2.1 Name of the course
	Optimization Techniques used in Programming 

	2.2 Lecturer
	Ovidiu GRIGORE

	2.3 Instructor for practical activities
	Ovidiu GRIGORE

	2.4 Year of studies
	IV
	2.5 Semester
	8
	2.6 Evaluation type
	Semester Evaluation
	2.7 Course choice type
	Mandatory


3. Total estimated time (hours per semester for academic activities)

	3.1 Number of hours per week, out of which
	3
	3.2 course
	2
	3.3 practical activities
	1

	3.4 Total hours in the curricula, out of which
	42
	3.5 course
	28
	3.6 practical activities

	14

	Distribution of time
	hours

	Study according to the manual, course support, bibliography and hand notes
	20

	Supplemental documentation (library, electronic access resources, in the field, etc.)
	18

	Preparation for practical activities, homework, essays, portfolios, etc.
	14

	Tutoring
	

	Examinations
	10

	Other activities
	

	3.7 Total hours of individual study
	62
	
	

	3.9 Total hours per semester
	104
	
	

	3. 10 Number of ECTS credit points
	4
	
	


4. Prerequisites (if applicable)

	4.1 curricular
	Computer Programming. Data Structures and Algorithms. Object-Oriented Programming. Numerical Mathematics.

	4.2 competence-based
	C / C++ / Java  programming - basics


5. Requisites (if applicable)

	5.1 for running the course
	· not applicable

	5.2 for running of the applications
	Attending the labs (as specified in the “Regulamentul studiilor universitare de masterat în UPB” - Romanian version only)


6. Specific competences
	Professional competences

	C4. Using of programming environments and techniques.

	Transversal

competences
	CT1 Honorable, responsible, ethical and legal behavior to ensure the professional reputation. 



7. Course objectives (as implied by the grid of specific competences)

	7.1 General objective of the course
	The study of several optimization methods for different input problems: linear/nonlinear functions, one dimensional/multidimensional objective function space, constrained / unconstrained conditions. The aim of these lectures is to learn how to improve the software applications performances by using proper optimization solutions for a given problem. The lectures cover as many as possible optimization algorithms, there being analyzed the structures, the computation complexity and the performances of several deterministic and stochastic algorithms. Also, there are lectures presenting applications of the optimization algorithms used in different fields, like: image processing, vehicular robotics, neural networks

	4.2 Specific objectives
	Getting practical experience by software implementation of the concepts taught in the courses. Solving practical concrete problems including optimization algorithms.


8. Content
	8.1 Lectures
	Teaching techniques
	Remarks

	1. Basic elements

Mathematical fundaments used in optimization algorithms. Elements of data structures and algorithm techniques used in optimization.
	The lecturing is based on the usage of the video projector (covering both the communication and the demonstrative function); the oral communication methods used are the expositive method and the problem-based method, used directly. The course materials are: notes and course presentations, collections of problems (both theoretical and with practical implementation on the computer).

All materials are available in electronic format on the course website.
	2 hours

	2. Introduction

Definitions. Optimization problems classification. Optimization algorithms classification. Example of applications
	
	2 hours

	3. Optimization of one-dimensional problems

Sectioning algorithms. Polynomial approximation methods
	
	4 hours

	4.Unconstrained functions’ optimization

Local optimum method. Algorithms without derivatives. Gradient methods. Newton Methods.
	
	8 hours

	5. Stochastic optimization 

Random search. Guided random search. Genetic algorithms. Evolutionary strategies. Simulated annealing
	
	8 hours

	6. Applications
	
	4 hours

	Bibliography
- Ov. Grigore, V. Velican. B. F. Florea, Inteligență computatională și recunoașterea formelor, in press ;

- P. Pardalos, M. Resende, ”Applied Optimization”, Oxford University Press, 2002.

- D. B. Fogel, "Evolutionary computation: toward a new philosophy of machine intelligence", IEEE Press 1995.

- L. S. Lasdon, "Teoria optimizarii sistemelor mari", Ed. Tehnica, 1975.

- I. Dumitrache, C. Buiu, "Introduction to genetic algorithms", Ed. Politehnica, 1995.

	8.2 Practical applications
	Teaching techniques
	Remarks

	One-dimensional optimization
	The students, using theirs computer programming skills, individually, implement, test and evaluate the optimization algorithms. As homework, they prepare theoretical reports and implement practical applications using optimization algorithms. 

The teaching resources include the laboratory manuals and the lectures notes.
	2 hours

	Multidimensional non-derivative optimization
	
	2 hours

	Multidimensional derivative optimization
	
	2 hours

	Newton methods
	
	2 hours

	Stochastic optimization
	
	2 hours

	Optimization based on genetic algorithms
	
	2 hours

	Laboratory test
	
	2 hours

	Bibliography

Ov. Grigore, V. Velican. B. F. Florea, Inteligență computatională și recunoașterea formelor, in press 

Platforme de laborator : ai.pub.ro


9. Bridging the course content with the expectations of the epistemic community representatives, professional associations and employers representatives for the domain of the program

	The is a big need for qualified engineers, specialized in computer programming and software applications, with a strong background in electronics, information technology and systems, to track the quick changes in software and hardware development.
The proposed curriculum fits exactly these modern advancement requirements, derived from the electronic engineering services required by the European economy. Considering the current technological progress in electronic devices, the envisaged fields are in fact open, starting with telecommunications, military applications, security (surveillance systems), industrial control (product evaluation), robotics (brain-machine interfaces), etc.

The students get then the adequate competences, as required by the current demanded professional skills, having a modern, competitive and high-level scientific and technical education. This allow them a fast integration in the labor market, as desired at University Politehnica of Bucharest, based not only on the content and the structure of the subject, but also on the gained skills and international opportunities offered after graduation.


10. Evaluation
	Type of activity
	10.1 Evaluation criteria
	10.2 Evaluation methods
	10.3 Weight in the final mark

	10.4 Lectures
	- knowing the basic knowledge;

- knowing to apply the theoretical knowledge to solve specific problems;

- quantitative evaluation of the theoretical methods and techniques.
	Midterm skill

evaluation

Final evaluation
	40 %
20 %

	10.5 Practical
 applications
	- knowing how to write, control and debug programs
- solving practical applications using optimization algorithms
	Laboratory evaluation
	40 %

	10.6 Minimal performance standard

	- understanding of optimization algorithms concepts.
- being able to choose the correct optimization procedure to solve a given practical application
- implementing a software optimization based application in a high level computer programming language.
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