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COURSE DESCRIPTION
1. Program identification information
	1.1 Higher education institution
	Politehnica University of Bucharest

	1.2 Faculty
	Electronics, Telecommunications and Information Technology 

	1.3 Department
	Applied Electronics and Information Engineering 

	1.4 Domain of studies
	Computers and Information Technology 

	1.5 Cycle of studies
	Bachelor of Science 

	1.6 Program of studies/Qualification
	Information Engineering 


2. Course identification information
	2.1 Name of the course
	Embedded Computational Intelligence 

	2.2 Lecturer
	Prof. dr. ing. Radu DOGARU

	2.3 Instructor for practical activities
	Prof.dr.ing. Radu DOGARU

	2.4 Year of studies
	IV

 (Four)
	2.5 Semester
	II (Spring)
	2.6 Evaluation type
	Test 
	2.7 Course choice type
	Compulsory 


3. Total estimated time (hours per semester for academic activities)

	3.1 Number of hours per week, out of which
	3
	3.2 course
	2
	3.3 practical activities
	1

	3.4 Total hours in the curricula, out of which
	42
	3.5 course
	28
	3.6 practical activities


	14

	Distribution of time
	hours

	Study according to the manual, course support, bibliography and hand notes
	25

	Supplemental documentation (library, electronic access resources, in the field, etc)
	3

	Preparation for practical activities, home-works, essays, portfolios, etc.
	5

	Tutoring
	0

	Examinations
	3

	Other activities
	3

	3.7 Total hours of individual study
	36
	
	

	3.9 Total hours per semester
	78
	
	

	3. 10 Number of ECTS credit points
	4
	
	


4. Prerequisites (if applicable)
	4.1 curricular


	Pattern Recognition and Artificial Intelligence; 
Data Structures and Algorithms 

	4.2 competence-based


	Basic competencies in signal processing, programming, digital and analogue circuits and systems 


5. Requisites (if applicable)
	5.1 for running the course


	N/A

	5.2 for running of the applications


	Compulsory attendance at laboratory hours (according to the university bylaws)


6. Specific competences
	Professional competences


	C3: Solvinng specific problems using instruments of the computer science. 

C4: Proper use of programming technologies and development tools 

	Transversal

competences


	CT: Honest, responsible and legally correct professional behavior 


7. Course objectives (as implied by the grid of specific competences)
	7.1 General objective of the course


	This course provides students specific methods and techniques of the computational intelligence from an applicative perspective. It focuses on efficiency-oriented designs as choices from multiple integration solutions ranging from software to those specific to modern embedded systems

	4.2 Specific objectives


	The application component (lab) focuses on modeling issues (using development tools such as Matlab/Octave) regarding computational intelligence solutions; It also focuses on specific design and tuning of various algorithms and with specific issues of integration in various technologies (with emphasis on FPGA) using adequate development tools. 


8. Content
	8.1 Lectures
	Teaching techniques
	Remarks

	General model of an intelligent system: a) structure and its parameters; b) knowledge transfer; c) environment interaction; d) performance criteria 
	Video-projector based teaching (for both communication and demonstration functions). Oral communication methods are exposition and problem-based questions. 

Course resources are notes and presentations, scientific articles and software platforms
All materials are available for download from the course web-site. 
	2h

	Design principles for intelligent systems:  Choosing the number of parameters and the architecture; Paradigms for knowledge transfer (neural vs. fuzzy, supervised, unsupervised, reinforcement learning); Specific applications (classification, regression, prediction, modeling, smoothing, robotics, games etc.);  Performance evaluation of an embedded intelligent system
	
	6h

	Specific structures (architectures):  a) feed-forward – with the general kernel-network model, auto-encoders, linear and nonlinear PCA, neuro-fuzzy systems as a particular case of kernel network; b) recurrent – cellular neural networks, associative and Hopfield memories; c) competition based – including adaptive vector quantization.   
	
	4h

	Knowledge transfer methods:  a) Supervised training as an optimization problem, cross validation strategy, advanced training methods based on swarm intelligence; b) Support vectors principles and specific training of SVM; c) training of  competitive layers; d) Reinforcement learning methods.  
	
	4h

	Embedding intelligent systems:  Platforms: PC, Systems on Chip, mobile devices and tablets, GPU processors, specific programming and development tools. Aspects of integrating intelligent systems in analogue and digital technologies. Integration of intelligent systems in reconfigurable (FPGA) technologies. 
	
	4h

	Intelligent systems optimized for efficient embedded solutions (case studies):  Fuzzy percptrons; Modified radial basis function networks (RBF-M); CMAC networks; Multiple-nested neurons; Simplicial neurons and derivatives; Fuzzy and neuro-fuzzy inference systems (types I,II, III). 
	
	6h

	Complex intelligent systems: Cognitive maps with applications in modeling 
	
	2h

	Bibliography  (References)
1. R. Dogaru, Sisteme inteligente integrate, Ed. Printech Bucuresti, - 1998, 212 pp., ISBN-973-9402-44-5.

2. R. Dogaru, O. Grigore, Sisteme neuro-fuzzy, implementari informatice si aplicatii, Ed. Printech 1999,  ISBN 973-9475-51-5. 

3. Radu Dogaru, lecture notes "Neural and FuzzySystems", 2008,  taught in a doctoral program BK21, at Chonbuk National University, South-Korea (available from the course web-site).

4. S. Haykin, „Neural networks,  a comprehensive foundation”, Prentice Hall, 1999. 

5. Course web-site:  http://atm.neuro.pub.ro/radu_d/html/09_10/ici2009/

	8.2 Practical applications
	Teaching techniques
	Remarks

	Constructing a data-base for training a neuro-fuzzy system;  performance evaluation; Case-study handwritten recognition. Using Matlab (Octave)  
	The instructor is using the video-projector to cover both communication and demonstrative functions. 

Students will simulate, implement and evaluate independently the same laboratory  components by continuous use of computers and software platforms and by following the instructors instructions.  
	4h

	Implementing neuron models, evaluating and improving its representation capabilities; Cost functions, plotting the error surface and investigating how it is influenced by various choices; Various synapses and their FPGA implementation using specific design tools. Using Matlab (Octave) and Xilinx’s ISE (including VHDL description of synapses)  
	
	4h

	Various classifiers – comparisons: Adaline, Fuzzy-perceptron, Modified RBF (RBF-M). A comparison regarding complexity and performances. Choosing an optimal structure for a specific embedding application. 
	
	4h

	Redoing some of the laboratory works, recapitulative issues
	
	2h

	Bibliography
1.  R. Dogaru, O. Grigore, Sisteme neuro-fuzzy, implementari informatice si aplicatii, Ed. Printech 1999,  ISBN 973-9475-51-5. 

2.  Laboratory work-sheets available on the course web-site: 

 http://atm.neuro.pub.ro/radu_d/html/09_10/ici2009/


9. Bridging the course content with the expectations of the epistemic community representatives, professional associations and employers representatives for the domain of the program
	Embedded computational intelligence provide solutions for a wide range o applications (classifiers for voice and image recognition, data mining, predictive systems, interactive games , etc. . ) with an already mature market. Moreover, this market is continuously growing  as an effect of the spectacular evolution of computing platforms with communication facilities ( tablets, smart phones), sensor networks for various applications, portable and autonomous systems based on FPGA and microcontroller systems, many-core graphics processors (GPU) etc.
    The course syllabus gives concrete answers to these requirements, subscribed to the European economy standards in Computer Information Technology ( CTI ). In the context of current technological advancement, fields of focus are virtually endless, ranging from consumer applications ( mobile platforms "smart -phone " ), military applications ("smart sensing" technologies, recognition and automatic interpretation of data from sensors) , security domain (surveillance and biometric systems ), industrial automation (automatic inspection of products), robotics (human-machine interface systems ), and other.

   This course provides graduates with the appropriate (high quality and competitive) skills and training on current scientific advances and actual technologies, enabling rapid employment after graduation. It perfectly fits with the general policy of Politehnica University of Bucharest, both in terms of content and structure as well as in terms of skills and international opening for students


10. Evaluation
	Type of activity
	10.1 Evaluation criteria
	10.2 Evaluation methods
	10.3 Weight in the final mark

	10.4 Lectures
	- knowing basic theoretical fundaments 
- understanding how to apply theory to specific applicative problems

- capacity to perform differential analysis (comparisons) of various methods and algorithms   
	Two written tests, the first, more important with 40% weight and one at the end of semester with a weight of 20%. 

Subjects are given such that we can evaluate the manner in which the student has the capability to apply specific knowledge for an applicative framework  
	60%

	10.5 Practical applications
	- understanding the design method for computational intelligence algorithms and how they are applied
- understanding how various computational intelligence algorithms are implemented (e.g. in Matlab)
- knowing to comparatively evaluate the algorithms using benchmarking datasets 
	Evaluation test of 20-30’ at the end of each laboratory session, with one theoretical component and one applicative component to reveal the student’s understanding of the specific stages for implementing and evaluating the algorithms. 
	40%

	10.6 Minimal performance standard

	C3 – Developing an application using computer science methods 

C4-  Integration of various informatic components into a project 
CT – Developing projects while observing academic and responsible behaviors 
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